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Abstract 

The problem of system identification is reconsidered as a 
problem of deterministic approximate modelling on the basis of 
input-output data. In the approach presented, system identifi
cation methods are required to yield models that are well-
defined, in the sense that the models obtained proceed from the 
available data sequence and from specified users' choices, and 
not from implicit (statistical) assumptions on the data and the 
underlying process. 
Based on the system theoretic concept of dynamical system 
behaviour, a framework is presented in which the identification 
problem as considered above can be formulated properly. In 
this framework the different components of an identification 
method: model set, parametrization, and identification crite
rion, are defined in a fundamental and natural way. A clear 
distinction is made between the problems of identification and 
parametrization. For the popular class of equation error identi
fication methods, it is shown that the construction of parame-
trizations that are identifiable by a least squares identification 
criterion, requires specific users' choices that not have been 
recognized before and that influence the optimal models obtain
ed. 

Introduction 

System identification can be defined as the problem of creating 
mathematical models of dynamical processes on the basis of 
measurement data of the processes concerned. Current methods 
of system identification have been mainly developed from a 
viewpoint of statistics. Assumptions on statistical properties of 
the available data sequences, play a crucial role i n the 
methodology of constructing models from time series, see e.g. 
[1],[3],[5J. Inherent in this approach is the implicit assumption 
that one indeed is able to describe the process at hand exactly 
with a model of restricted complexity. However identification 
methods might be very sensitive with respect to the 
assumptions underlying the methods. From a methodological 
point of view this situation is not satisfactory. The presence of 
statistical assumptions in the fundamental formulation of the 
identification problem has brought a number of authors to 
express their opinion on the state of the art quite strongly, as 
illustrated in the following quotations: "The subject is so 
underdeveloped at present that it is not possible to say very 
much about the identification of dynamical systems", (Kalman 
(4j) and "Notwithstanding the fact that identification theory 
and time series analysis have produced some very useful 
algorithms and important applications, it can be stated that 
there is a need to put a clear and rational foundation under the 
problem of obtaining models from time series. It is very much of 
an area where some of the first principles still need to be sorted 
out. In particular one should start by formalizing what is meant 
by an optimal (approximate) model" (Willems [10]). 
In the course of years the conviction has been growing that 
processes to be modelled are in general far too complex to be 
modelled exactly by linear, time-invariant and finite dimensio
nal models. On the other hand, the resulting models have to be 
relatively simple, in order to be applicable in a manageable 
way, e.g. in control system design. Consequently the modelling 
errors that we have to deal with, wil l not be caused mainly by 
random effects like measurement noise, but will rather be due 
to the fact that our models are not complex enough. 
In this paper the opinion of Willems [11] wil l be supported, 

stating that although there may be many situations in which a • 
statistical framework indeed is a suitable one, it has many 
fundamental drawbacks as a general philosophy. As an alterna
tive approach the problem of system identification wi l l be 
considered as a problem of deterministic approximation, in 
which the model(s) finally obtained, should be an optimal 
approximation of the process at hand, in a prespecified and 
well-defined sense. Explicit users' choices have to replace the 
implicit statistical assumptions discussed before. 
In this paper we wi l l direct our attention to the construction of 
(a) model(s) out of measurement data of input and output 
signals. We wil l not make any reference to a data generating 
process, since this process is principally unknown. The step 
trom data to model is a well-defined problem that allows a 
formal treatment without having a priori knowledge available 
In view of these starting points the main parts of an identifica
tion procedure are reflected by the following three choices: 

1. the choice of a model set 
2. the choice of a parametrization 
3. the choice of an identification criterion 

In order to discuss the construction of models in a fundamental 
way, there is a need of having a proper definition of the notion 
of model, and, even more general, a need of having a proper 
definition of a dynamical system. Linear time-invariant and 
finite dimensional dynamical systems are commonly defined in 
terms of transfer functions, state space representations or 
difference equations, all having their own specific properties 
However, all these definitions have one thing in common- they 
impose restrictions on the external signals of the dynamical 
system In a dynamical system with inputs and outputs, not all 
pairs of input and output signals are admissible, but only those 
signals that are related through the laws of the dynamical 
system. In the recent system theoretic work of Willems [10] 
[12] this notion has been formalized and a dynamical system 
correspondingly is defined in terms of its behaviour, i.e. the set 
of admissible signal trajectories. This fundamental concept has 
been adopted in this paper and has been used to construct a 
framework for the formulation of the identification problem. 
Within this framework the basic choices of model set (JC), 

parametrization (M) and identification criterion (J) wi l l be 
defined, and their mutual relations and distinctions wi l l be 
stated clearly. The purpose of the identification criterion is to 
select, given an available data sequence, that (those) model(s) 
out of the model set, that can be considered to be optimal for 
the available data sequence. Consequently the optimal models 
obtained are dependent on the specific model set and the 
identification criterion chosen. The parametrization takes care 
of a (unique) representation of the elements of the model set in 
terms of parameters; this is a problem of representation and 
consequently the parametrization itself should not influence the 
optimal models obtained. 

First appropriate definitions will be given of the models that 
will be considered in this paper. The basic elements of an 
identification procedure: model set, parametrization and 
identification criterion wil l be defined subsequently. Next i t is 
shown which kind of restrictions have to be imposed in order 
to arrive at a useful identification problem, and the relation 
with the identifiability of parametrizations is discussed. Results 
are further specified for a least squares identification criterion. 
Some notational conventions: R p x m ( z ) is the field of [pxm] 

rational matrices; R p x m [z ,z- i ] is the ring of [pxm] polynomial 
matrices in the indeterminates z and z"'; K \ {0 } is the set of 
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