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Introduction — dynamic networks
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System identification

The classical (multivariable) data-driven modeling problemsm:

open loop closed loop y
v
—> G —

Identify a model of G on the basis of measured signalsu, y
(and possibly 7), focusing on continuous LTI dynamics.

In interconnected systems (networks) the structure / topology becomes
important to include

W Ljung (1999), Séderstrém and Stoica (1989), Pintelon and Schoukens (2012) TU/e



LTI Dynamic network setup

dynamic module
iy external probing
process noise
node signal

Type of Bayesian network for time series / dynamic systems
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LTI Dynamic network setup

Basic building block:

wi(t) = Y Gh(@wi(t) + v;(t) + r;(t)
kEN

Collecting all equations:

0 0
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Network matrix G°(q)
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Dynamic network setup

Measured time series:
{wi(t)}i=1,...0; {rj®)}j=1,..K

Data-driven modeling
questions/tasks:

Identifiability analysis/synthesis of a
module / subnetwork / full network
Identification of a
module / subnetwork / full network
(known topology)

Typical user choices:
* Excitation locations (r)
* Sensor locations (measured nodes)
* Prior known / parametrized modules

TU/e



Network creation/editing

(4] TU/e Dynamic Network App - m] X
File Settings Actions View Highlight Edit Operations Identifiability Predictor Model Help

T cACAN

Dynamic Network: Editor

Edit
Nodes

e Network creation

Action: () Add () Delete

e [Nosew) v * Adding/removing/replacing
From | Select v | . .
% (Goea v nodes/links/external signals
| Add | [ Clea |
Links

Action: (8)Add () Delete

* Editing structural properties

From | Select ¥ |
E e v of modules/nodes
| MNew | | Clear |
Properties
e Editth hi I
e p— Vodiies Edit through input panel or
w1 (®) Single Module . . I . I
w O Al odies Interactively in plot.
w3
0 ['select v
w5 . . . .
" * Highlighting of properties
w7
wo 04-Dec-2023 14:29:47- File D:\Paul-TU\SYSDYNET-Toolbox\SavedNets\9-node_Example_TAC2021_epos_23Sep2023_14h18 mat was loaded successfully
Starting App.
w3
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Network identifiability (new)

* Given the topology of a network.

e Given the location of excitation signals r and the (sub)set of
measured nodes wg

* W, can be written as wg(t) = Towr(q)7(t) + vs(t)

* The identifiability question then becomes:
Can a particular module Gj; (or a full network) be uniquely
determined from T (q) and &, (w)?

 The answer is typically dependent on:
 The network topology
* Which modules are known / parametrized?
e Location of external r’s and e’s.

TU/e



Single module identifiability — full measurement

Synthesis question: where to allocate excitation signals?

a prior known

Disconnecting set Wy

target

Resultlll: G;; is generically identifiable if independent external signals are added to the nodes
in W4 and w;. This can be either (independent) noise signals designed excitation signals.

[1] Shi, Cheng, VdHof, IFAC 2020; Automatica 2022. TU/e



Identifiability

|4 Tufe Dynamic Network App

File Settings Actions WView Highlight Edit Operations Identifiability Predictor Model Help

S Al ¥

Dynamic Network: Identifiability

ancnoves
I U & tiror
TECHNGLOGY

Network
F (®) Single module
Target module: | G1,2 v
Measurement
(O Full (®) Partial
Selection of nodes
Node Selected Measured
w1
w2
w3
w4 O
w5 O
w6 |
w7 1 2] -
| AllMone | |  Save selected nodes
| Analysis | | Synthesis
Pass/Fail O
Add/remove excitation signals
| Select v | | Select v |
[ Add | [ Remove |

10

Hode (w)
Excitation signal (u)
Disturbance signal (v)

<«

&

Module (G)
Selected nodes

Target module (G)
Identifiable module (G)

15-Nov-2023 11:34:24
15-Nov-2023 11:34:24
15-Nov-2023 11:33:45
15-Nov-2023 11:33:45
15-Nov-2023 11:33:16
15-Nov-2023 11:32:53
15-Nov-2023 11:32:53

The identifiability test is passed based on r-excitations only
The single module identifiability test passed

The identifiability test is passed based on r-excitations only
The single module identifiability test passed

The Full network identifiability test passed

Nodes with an identifiability problem: w7

The full network idenfifiability test failed

Analyse identifiabiltiy of a
single module / network

Create (synthesize)
identifiability of a
single module / network

User variables:

Selected measured nodes +
present r-signals
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Allocation of external signhals for network identifiability

|4 TU/e Dynamic Network App

Dynamic Network: Identifiability

[
I U e o
ity

Select one excitation node for each pseudotree (#)

Pseudotree # Excited nodes selection
w3

Double-click to select

w8

4w

["] Automatic selection

11

Cancel | | Accept

[ %

\ WGs 7
WGT2

A

A

[

v
w9 G6.9

WGT2
me25
05
s G456

WG32

WG43

WG12

G1.4

Node (w)
Excitation signal (u)
Disturbance signal {v)

Module (G)
Pseudotree roots
Selected pseudolree rools

01-May-2024 14:59:29: The full network identifiability synthesis methed is successful

01-May-2024 14:59:18: File D:\Paul-TU\SYSDYNET-Toolbox\SavedNets\9-node_Example_TAC2021_noisefree_238ep2023_14h24.mat was loaded successiully
01-May-2024 14:58:29: A new empty network is created

01-May-2024 14:47:18: The full network identifiability synthesis method is successful

01-May-2024 14:44:20: File D:\Paul-TU\SYSDYNET-Toolbox\Savediets\d-node_Example_TAC2021_noisefree_23Sep2023_14h24.mat was loaded successfully

01-May-2024 14:03:07: File D:\Paul-TU\SYSDYNET-Toolbox\SavedNets\&-node Example Slides Paul_07Nov2023_16h45.mat was loaded successfully

Starting app...

Full measurement case:

* Decomposition of network

graph in disjoint pseudotrees

* Have an independent external

signal in the root of each
pseudotree

<>
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Single module identification

Different types of methods:

Indirect methods:

* Rely on mappings r — w
and on sufficient excitation
signals r

Direct methods:

* Rely on mappings w — w
and use excitation from both
r and v signals

Identifiability results indicate which method can be used!

TU/e
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Single module identification

Select a predictor model:

* Predicted outputs: w,,

* Predictor inputs:  wp, 1

such that prediction error minimization leads to
an accurate (reconstructed) estimate of G9,

w, —| A > W
Wy {wg (_; - 0} wy, + disturbance model
T > e
Ty b

Note: same node signals can appear in input and output

TU/e



Predictor model for identification of a single module (direct method)

-,

Wy ——
% wg_>

N Q)

Ty =——>

Method-dependent conditions for arriving at an accurate (consistent) model:

Module invariance: Gj; = Ggi when removing discarded nodes (immersion)

1
2. Handling of confounding variables
3. Data-informativity

4

Technical condition on presence of delays

TU/e
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Single module identification - module invariance

A sufficient condition for module invariance:

All parallel paths, and loops around the output,
should be ”blocked” by a measured node that is present in wp

All other signals can be removed/immersed from the network?!

[1] Dankers et al., TAC 2016 [2] Generalizations available in Linder&Enqvist (2017), Weerts et al, (2020)
[3] Shi et al., Automatica 2022 TU e
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Single module identification - confounding variables

Confounding variable [1[2]: @

Unmeasured signal that has (unmeasured paths) to both the
input and output of an estimation problem.

In networks they can appear in two different ways:

e |f disturbances on inputs and outputs are correlated.

* If non-measured in-neighbors of an output affect signals in
the inputs.

Solutions:

» Add additional nodes as predictor inputs or outputs [3l.
* Decorrelate disturbances through a multistep method 4.

[1] J. Pearl, Stat. Surveys, 3, 96-146, 2009

[3] K.R. Ramaswamy et al., IEEE-TAC, 2021.
[2] A.G. Dankers et al., Proc. IFAC World Congress, 2017.

[4] S.J.M. Fonken et al., Automatica 2022, CDC 2023.

TU/e
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Predictor model construction for single module id

< T etwork A - o X
File Seftings Actions View Highight Edit Operations Ideniifiabilty Predictor Model Help
SN I alie ¥
Dynamic Network: Predictor model TU/e SRR or
Predictor Models Ana
Target Mpdiie
&, AMaQ G
Target |G1.2 Stored Predictor Models
®  Node (w)
White noise (€) ya
s # |Target |Input Output N
ST D SRR = Target module (G) [/612  |w2wdwawswe  wiw2
e T @  Predicior input nodes
a Y Predictor oulput nodes W|c12  |waw3 wiw2 o )
st 8 e g —Collection of PM’s
() MultiStep ~Data |

() Indirect [[] Algebraic Loop

Synthesis Algorithm

(®) Full Measurement () Partial Measurement

*) Full Input

Minimum Input
Analysis Options

| Synthesi Consistency

Synthesis Selution

Data Informativity

Input:
[] Algebraic Loop

Output

Input:
Output: wiw2

w2w3

Analysis of consistency properties

Analysis

Pass/Fail

04-Dec-2023 15:45:12: Input nodes that lack excitation are: 2 Addiremove excitation signals
04-Dec-2023 15:45:12: The data informativity conditions are not safisfied: number of missing excitations is: 1
04-Dec-2023 15:45:12: Confounding variable conditions are not satisfied
04-Dec-2023 15:44:36- Predictor Model synthesis direct method completed
04-Dec-2023 15:44:11: Predictor Model synthesis direct method completed

\Dec-2023 14:38:10: Switching modules must also be known

| select v | [selct v

| Add | | Remove |

04-Mgc-2023 14:29:47: File D:\Paul-TUNSY SDYNET-Toolbox\SavedNetsto-

Adding/removing external signals

Construction of a PM (synthesis)
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Toolbox m-files for actual simulation/identification

e Network simulation

* Full network identification with sequential linear regression
(SLS) algorithm 1]

* Single module identification with the local direct method (PEM) [2]

* Single module identification with the multistep method 3!

............. (to be extended)

[1] H.H.M. Weerts et al., SYSID 2018. [3] S.J.M. Fonken et al., CDC 2023. TU/e

18 [2] K.R. Ramaswamy & PVdH, IEEE-TAC, 2021.
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SYSDYNET App and Toolbox

Fie Act
2 TR A

Dynamic Network: Editor

TU/e £=2x

Beta-version to be downloaded from www.sysdynet.net

Background material and papers: available on www.sysdynet.eu

Slides/videos of 8 hours course on dynamic network identification , Lyon, April 2024:
http://www.pvandenhof.nl/lyon-spring-school-2024/

TU/e
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